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ABSTRACT

We derive the closed form expression for the bit error probability of asynchronous

dense WDM systems employing an external OOK modulator. Our model is based upon a

close approximation of the optical Fabry-Perot filter in the receiver as a single-pole RC

filter for signals that are bandlimitr i, & -equency band approximately equal to one

sixtieth of the Fabry-Perot filter's free spect ' nrge. Our model can handle bit rates up to

2.5 Gb/s for a free spectral range of 3800 GHz and up to 5 Gb/s when the power penalty

is 1 dB or less. co7
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L INTRODUCTION

Asynchronous wavelength division multiplexing (WDM) systems have been

increasingly proposed as an attractive alternative to coherent optical frequency division

multiplexing (FDM) systems [Ref 1-5]. Although asynchronous WDM systems with

direct detection do not have the channel capacity of coherent optical FDM systems, they

are much less costly to implement. Furthermore, present filter technology enables the

designers to tightly pack the channel, resulting in asynchronous dense WDM systems that

can provide aggregate bit rates of many terabits per second (I Tb/s = 1012 b/s).

Asynchronous dense WDM systems are particularly attractive in the area of undersea

surveillance where hundreds of sensors and data collection sites are envisioned being

merged onto single-fiber superhighways through massive data fusion. Other applications

call for relatively low-bandwidth data collection over many months to be dumped quickly

to a remote recording site in a matter of minutes. This "collection-and-dumped"

compression can demand total data rates on the order of hundreds of Gb/s. Long distance

between data collection sites and a remote recording site requires the use of optical

amplifiers. Therefore, it is necessary to pack all channels within the optical amplifier

bandwidth.

An asynchronous dense WDM receiver with on-off-keying (OOK) modulation can

be modeled as shown in Fig. 1. Conceptually, the analysis involves two main operations:



1) a convolution operation to evaluate the signal at the output of the optical filter, a

Fabry-Perot (FP) filter in our investigation, and 2) the integration of the output of the

photodetector. Evaluation of bit error probability by the numerical analysis of these two

operations has been carried out ýin [Ref. 6], with a number of approximations made to

reduce the computational complexity. In this investigation the FP filter is shown to be

well approximated by an RC filter within the frequency range I f-fo I < FSR / 20n, where

FSR is the free spectral range of the FP filter [Ref 7] and f0, is the FP filter center

frequency. For example, given FSR = 3800 GHz, the approximation works very well for

I f-fe I < 60.5 GHz; that is, the effects of adjacent channels within a 121 GHz bandwidth

centered at fo must be included, while all others can be neglected. This simple model

agrees well with [Ref 6] as demonstrated in Section MI. Furthermore, this model enables

us to obtain a closed form analytical expression for the bit error probability for which

numerical results can be obtained with little effort. Our investigation shows that this

simple model provides accurate results as compared to those in [Ref 6] for bit rates up to

2.5 Gb/s when the effects of two adjacent channels are included with FSR = 3800 GHz.

Actually, when the power penalty relative to single channel operation is I dB or less, there

is virtually no difference in the effect of four or two adjacent channels. Thus, for this

power penalty criterion, this simple model can handle bit rates up to 5 Gb/s for a FP filter's

FSR = 3800 GHz.

In Section 1I the closed form expression for the decision variable, and consequently,

the bit error probability assuming all channels are bit asynchronous as in [Ref 6] is

2



derived. Section IH presents the numerical results which include the bit error probability

versus the signal-to-noise ratio as function of the FP filter bandwidth and channel spacing,

and the power penalty (relative to single channel operation without filtering or with

filtering but no intersymbol interference) versus the channel spacing as a function of the

bandwidth. Finally, a summary of results appears in Section IV.

3



IEL ANALYSIS

The receiver model for the asynchronous dense WDM system is shown in Fig. 1.

The desired signal is filtered by a Fabry-Perot (FP) filter that rejects adjacent channels.

The photodetector is assumed to have a responsivity £ (A/W). The detected current is

amplified by a low noise amplifier that contributes a postdetection thermal noise n(t) with

spectral density No (A2/Hz). The decision variable at the output of the integration is

compared to a threshold a to determine whether a bit zero or bit one was present.

A. INPUT SIGNAL

For convenience, we designate channel 0 as the desired channel, and channel k as

an adjacent channel where k = -M/2, ..., -1, 1, ..., M/2 with M an even integer. We

consider the equivalent lowpass (complex envelope) data signal in channel 0 and channel k

as follows:
0

bo(t) = Z bo, P (t- iT) (1)
i--Lo

0(2
bk(t) = b bk,) leink(t'k) PT(t- (IT+ tk)) (2)

where

T- bit duration

bo,e {0, I): bit in channel 0 in the time interval (iT, (i+1)7)

4



e• • Oe }is the e bit in channel kin the time interval (IT+Ek,(I+ I)T+ k)

ýk a phase offset between channel k and channel 0 and is assumed to be uniformly

distributed in (0, 27) radians

wk radian frequency spacing between channel k and channel 0 with wk = -0,

'rk: is the time delay etween channel k and channel 0 and is assumed to be

uniformly distributed in (0,T).

The function P"(t -iI) is defined as

Pr(t- iT) = iT-<+I)T (3)

In both (1) and (2), the non-negative integers Lo and L represent the number of bits in

channel 0 and k, respectively, that proceed the detected bits bo.o. The received

asynchronous dense WDM equivalent lowpass signal at the input of the FP filter is given

by
r(t) = IfTbo(t)+ T -fPbk(t) 

(4)
I•-/2

k*0

where P is the received optical power.

5



B. FABRY-PEROT FILTERED OUTPUT SIGNAL

The FP filter can be chatacterized by the following equivalent lowpass transfer

function [Ref, 1,7]
i-p I-A-p

l.-pe-"2190/ •• l-p

1-p I-A-p
= -p 2 (5)
l--p cos(U)+jp smn( ) l-P

where p is the p ,er reflectivity, A is the power absorption loss (zero for an ideal FP

filter) and FSR is the free spectral range. For If I < FSR!20n and assuming A = 0, we can

approximate H (f) as follow:

l--1 1

H(f ) ---
(l-)+.Vf j-.• 2xpf

4 , If l < FSR/20ft (6a)

where

C = FSR(I-p) (bp (b

The free spectral range FSR can be related to the full width at half maximum (FWHM)

bandwidth B and the finesse F of the FP filter as

FSR = I-B = BF (7)

6



Thus if the signal is bandlimited to If! < FSR/2On, we can truly approximate (5) with a

single-pole RC filter with the following transfer function and impulse response

H(f) (8)

h(t) = ce-"t t > 0 (9)

Figures 2a-b show the magnitude and phase (radians) of H(f) of the FP filter in (5) and

its single-pole RC filter approximation given in (8) for p = 0.99, F = 312.6, B = 12.16

GHz and FSR = 3800 GHz. Note that as the frequency increases, the phases of the FP

filter and the RC filter differ markedly, but the magnitudes of their transfer functions

remain identical and attenuate rapidly. When I f I > FSR/20, the magnitude of H(f) is

very small, and therefore, the effect of adjacent channel interference beyond this frequency

range is negligible. Fig. 3 shows the normalized impulse response of both FP and

single-pole RC filters. In summary, the above approximation is valid for asynchronous

dense WDM analysis when the filter finess F is large or equivalently the FWHM

bandwidth B is small since the equivalent lowpass signal must be bandlimited to about

If I< FSR/20c.

This approximation has been used in [Ref. 5] to study spectral efficiency of optical

FDM/ASK systems, which involves the evaluation of the decision variable for worst-case

7



analysis using the eye diagram technique. Since we are interested in the detected bit b 0.0

in the time interval ( 0, T), we consider the output filtered signal s(t), 0< 1:5 T given by

s(t) = SB(t) + SS(t) + SACI(t) , 0 < t < T (10)

where

s, (t): desired signal

s,, (Q): intersymbol interference (ISI) signal

sAc, (t): adjacent channel interference (ACI) signal

These signals are evaluated using (4) and (9) as folMows (detailed derivations in Appendix

A):
t

SB(t) = I'/bo, o f h(t- X)dX,
0

= Jt-bo, o(l -e-), 0 < t < T(

S (if+")T

Il(t) - 'P •-• bo,, i f h(t- X)dX

-1
=-,fe-' I boi(e(i+l)cT-eicT), 0< t <T (12)

i--Lo

8



SACI(t)
9r - (l+1)T+tk

= 1: A2 bkI f h(t -X)eiwk(X-'k)dX O<t <T
k---M12 I=-L lT+Kk

koO

"+ bk1- f T~k - X~efOkQX-'?k)d)L 0 < t < ?k

"+ bk- hQt - )L)ejot('-`k)dAX 'tk < t<T

t
+ b ko f h(t - XL)ei(Ok(X-k)dX]? <

[P T 7c(O, 7)bkl e t ~e (c jOkXIT+)(Cft)T-1
k=-M 12=-L 4*,

k~o

+7c(O, tk)bk,... e-t J-kg (e (Ct10 kOt - (C+iO~kX-T~k))

+7r(rk, l)bk,.... e-c' e-Jk'g e (C7±/0k)?k (1 (' k

e- Ok1<(tj(k)'k2

where RC (t 1, t 2 ) =I0, otherwise is a unit pulse between 1, and t

9



The FP filtered output s(t) is detected by the photodetector which produces a

current of I s(t) I2 Amps. This current plus additive white postdetection thermal noise

current from the amplifier is integrated by the integrator to obtain a decision variable for

the threshold detector.

C. DECISION VARIABLES

The decision variable Y appearing at the integrator output consists of the signal

component X and noise component N

Y=X+N (14)

where

T

X=j FIs(t)12dt (15)
0

T

N =J n(t)dt (16)
0

We note that N is a zero mean Gaussian random variable with variance NOT. Substituting

(I 0)-(13) into (15) we obtain the signal component X as a function of the three parameters

Tk, CT, and wkT, which represent the effect of intersymbol interference and adjacent

channel interference.

X= it P~0,0 [l -2 (l - e'•) + J-1 e-2A)

M -2c2 T

+ '2"(1 oe [ boi(e(i+I)cT-eicT)I2

10



+ PT I -e2c) b,, e-,-k% e (c+i~ok)(lT+'Ck)(e(C+ik)T 1)2
2c-T k==-M12 I=-L +~

kio

+ PT M2 M12 bk-lb:., e-kwk"'9Vw'm) C~ ~k(
k---MI2 m=-M/2 Aks)i

M /2 M 1 b k.1 bý.1  e -Xk~k -W' gm ( -""'D~ t-) e(c+k LX-T +`k)

+ kT 2

cT I(1+fIkx1 jM
bhuG1 m--1 xIG~c ~~

(e (c-i-jwk)tk(1-l e~ 1 k)XT4v)ecOm)u (e2s1) ecok-T+k e~ciJwm1 )T)]

cTk~MI1m-M' (CIjX-~ L2smT./ku

+ T M2bk-b"-,(-,s-e2T e Ask'g-* m) I

kT kMa2 m=-M122 + ck -jA~1-~ L i+A)

+ eCjkT~ -(c t'~)T _ (e`Twe~Z e-<c-'k .~-s)Te jcD2

PITM/2 M/ bkb~oe-~k'k--x~) [T-,~t(O11)



+ P M1 A2 b,.-t. b.*0 e--cklk--*M'm)( j.-.jI'Ywk)T) e(ck"k~t

-2: Re 2

k=--M12 m--M2 I=-

I_ +j- 2 2 I

2PT M1 b- ý-eA kl-' ) e(~i k)T-Ue~+Jk) '+'
cT Re I 2.kX j+4'A~f/M2 m=--M/2 l=-L

22

12



+W c.TRe { t U
c k-- M12 m=--M12 (+-X-~

2

1-C

+ 2

(The above whole term will be zer if C0 k CDm).

+ d'PTbo.o(1lCeT)2  -1Z bi(ei+l)c~T - icT)

13



+J/ -2~ , ook (- -c e-Jk~k(e(ctk) T -I) e("1in~ fflk)

cT /=M2 1--L 2 (lcPr)
boo

+ +jt' jI k -~~

k=-M12 J-c 2

+ A2 bo~obko e-Pk'k ke'*kT--k e-OPt--")

(2-vk-2egCT-e-2k+e-2CT) e(C+Jk)tk

2

d' PT bo,,(e('+l)cT - e~cT)

Re I fI2 2 bV4(1-e-2c) (e(c"k)T-I) ,(cfs)lT ,tk

k=-M/2 l=-L 2 (1+jlk)

k IMJ +j--k

(e-ck-ecke-UT) (I-e(C4ffk)T)

bk -"-eJkce(-*) e~k-ek e-2T
+ I_______ 2 (17)

k=-M/2 1+j7--
koG

where 'T, =min (¶k, .) T= MaX(rk, T.,)

14



D. BIT ERROR PROBABILITY

For a detection thre.shold a and an ISI/ACI bit pattern b = {bk, bo, }; / -Lo, ...-I;

I = -L, ..., 0; k= -M/2, ..., M/2, k* 0; the conditional bit error probat lity of the OOK

signal represented by the Gaussian random variable Yin (14)-(16) is given by [Ref 8]

1 L X(b)-a IQ (a-Xo(b)

Pe(b) =2.,• ,+••,• ,(s

where Q (X) is defined as

Q(x) = J J e-?2dy
J24 x (19)

and X0 and X, are the values of X in (17) for b•0 = 0 and bo0 = 1, respectively. The

average bit error probability P, is obtained by taking the expected value of P. (b) in (18)

over al bit patterns b. The minimum bit error probability is obtained by optimizing over

the threshold a. In summary, given c, we calculate the following expectations:

Fe =E {Pe(b)} (20)
b

•e,im -minE {P,(b)}a b

=min I p(b)
a 2 LKo2Mpatterns

15



p(b)=

f f T 0-OWV ... , )dW2

+Jf... f IJ. JQ(X(kd .*Aýt.Ad2...~ dot dT-M/2 ... dýtM/2]
MO MO IT

(21)
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IM. NUMERICAL RESULTS

In this section we present the numerical results for a) bit error probability versus

signal-to-noise ratio Z = 91P4Tl•' as a function of the normalized channel spacing

(normalized to the bit rate)

Ir= ý' -- (A f) T (22)
21rk

where Af= wkl 2•k is the equal channel spacing in Hz, and b) power penalty versus

normalized channel spacing I as a function of the FP filter parameter cT=(•c"p)BT

where B is the filter full width at half maximum bandwidth(FWHM). For our model to be

valid we set M = 2, that is, we constraint the signal to be bandlimited to within two

adjacent channels, thus we incorporate the degradation 'iv the two nearest adjacent

channels. We observe that for bit rates of I Gb/s or less, oui model is valid up toM = 10

and very little difference is observed between M = 2 and M = 10. Also, we observe that

there is little difference between M = 2 and M = 4 when L 10 for bit rates up to 3 Gb/s.

In all results we set L. = 2 and L = 1.

Figures 4-5 show the minimum bit error probability versus signal-to-noise ratio

(Z ) for cT = 5 and 10, respectively. Along with each curve, we also show that of the

synchronous case, i,e, "k = 0, LO = 2 and L = 0, and that of a single channel (SC)

operation without filtering or with filtering but without IS7. In Fig. 4 we observe that a

large degradation occurs due to ISI for cT = 5 which represents a narrowband filter. As

17



the FP filter bandwidth is made larger as in Fig. 5 with cT= 10, the ISI is reduced but the

A CI increases.

In our model, we are constrained to M = 2 for the case under consideration. We

use an FP filter with FWHM B=12.16 GHz, free spectral range FSR = 3800 GHz, finess

F,=•'/(l -p) = FSR/B = 312.6, and c = 38.4 GHz, IIT = 2.56 Gb/s, and cT = 15. If

the power penalty related to single channel operation is to be less than I dB, then by

Fig 6, a minimum normalized channel spacing of I = 12 must be used. Equivalently

from (Eq. (22)], we could use Af - IIT = 12*2.56 GHz = 30.4 GHz, (Le. the channel

spacing is a multiple of the bit rate). In this model the farthest adajcent channel for M= 2

is twice the channel spacing which is 60.8 GHz. This verifies the assumption I f-fo I <

FSR/20x = 60.5 GHz, where fo is the FP filter center frequency. This result agrees well

with that in (Ref. 6; Figs. 6,9, MIF = 0.4. a = 0.2]. Thus we incorporate the degradation

caused by the two nearest adjacent channels. We observe that for bit rates of 1 Gb/s or

less, our model is valid up to M = 10, and very little difference is observed between M =

2 and M = 10. Also, we observe that there is little difference between M = 2 and M = 4

when I a 10 for bit rates up to 3 GbIs. In all results we set L 0 = 2 and L = I.

Figure 6 also shows the power penalty for an asynchronous dense WDM system

relative to a single channel operation at the minimum bit error probability of 10"ls. This is

the required additional signal power (dBW) for the asynchronous dense WDM system to

be able to operate at the 10" bit error probability achieved in the single channel system

with a SNR- 12dB. The asynchronous dense WDM system is ISI-limited at 2.15 dB, 0.95

dB, 0.6 dB, and 0.5 dB in power penalty for cT = 5, 10, 15, and 20, respectively. It is

18



seen that for a 2.3 dB power penalty, the normalized channel spacing can be as close as I

= 6 (i.e., a channel spacing of six times the bit rate) for cT = 5. If the power penalty

criterion is 1 dB, the normalized channel spacing isIz 12 for cT= 10, 15, 20. We remark

that although the exact transfer functions of the FP filter is used in [Ref. 6], a number of

approximation have been made to obtain numerical results. The approximations are 1)

the ISI is obtained by modeling FP filter as a single-pole RC filter [Ref 6, Eqs. (4) and

(36)], 2) approximating the finite integration with an infinite integration in the calculation

of AC! [Ref. 6, Eq. (15)], and 3) the beat interference is ignored. On the other hand, the

ISI and ACI in our investigation are obtained by modeling the FP filter as a single-pole RC

filter, using finite integration and including the beat interference. Since the results in our

investigation and in [Ref 6] agree well, we conclude that approximations are quite valid.

We also note that our results also agree well with the simulation carried out in [Ref, 1,

Fig. 17].

The above numerical results shown in Figs. 4-6 are obtained with an optimized

threshold setting. Figure 7 shows the power penalty for fixed threshold a = dPT/2 which

is the same optimum threshold for single channel operation (midpoint between the

received power for bit zero and bit one). It is seen that the performance of an

asynchronous dense WDM system is quite sensitive to a for a narrow band filter. An

additional 1.5 dB is observed for cT = 5 for I > 8, and 0.4 dB for cT = 10 for I > 12.

Negligible degradation is observed for cT= 15, 20 for!> 16.

19



Figures 8-9 show the power penalty versus normalized channel spacing as a function

of FP filter parameter cT for the worst-case analysis with optimal threshold and fixed

threshold, respectively. The worst-case bit pattern is fixed to produce the minimum X,

and maximum X, where X, and X,, are the values of X in Appendix-A equation (4-21)

with bo. 0 = 1 and b0.0 = 0 respectively.

We observe that the power penalty for the worst-case analysis is only slightly larger

than that of the exact analysis for ! > 10 shown in Fig. 6. Similarly the power penalty for

the worst-case analysis with fixed threshold is only slightly larger than that of the exact

analysis with fixed threshold for I > 10 shown is Fig. 7. The reason for this is that for

large channel spacing (I > 10), the ACI effect is small, so the ACI bit pattern has a small

influence on the power penalty.

Figure 10 shows tfe normalized optimal threshold for the exact analysis shown in

Fig. 6. It is observed that a %0.4 for I > 10. Note that the normalized optimal threshold

for the single channel operation is a = 0.5.

20



IV. CONCLUSIONS

We have presented a simple model for the analysis of asynchronous dense WDM

systems employing an external OOK modulator. The only approximation that we use

involves the modeling of the Fabry-Perot filter by a single-pole RC filter assuming the

equivalent lowpass signal is bandlimited to the frequency range If 1 : FSR/2O7n. This

model enables us to obtain a closed form expression for the bit error probability which

previously could only be obtained via numerical analysis [Ref. 6]. For an FP filter with an

FSR around 3800 GHz, our model can include the ACI effects of two adjacent channels

for bit rates up to 2.5 Gb/s. Our numerical results show that this model agrees well with

that in [Ref. 6].
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Figure 2: Spectral characteristics of the Fabry-Perot filter and the approximated
single-pole RC lowpass filter
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Figure 3: Normalized rimpulse response of the Fabry-Perot filter and the approximated
single-pole RC lowpass filter
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APPENDIX A

Derivation of Formula



L INTRODUCTION

Desired channel Channel 0.

Adjacent channel Channel k.

k = - M/2, ... -,, ... M/2, M: even.

Bit in channel 0 in ih time interval (iT, (i+ )T) b,., E {0, 1 }

Detected bit in channel 0 in (0,T) : bo.0  { 0, 1 )

Bit in channel k in Ih time interval (IT+ 'k,(l+ 1)T+ Tk) :bklej)k(t-'k)

bk, {0, eJ~k}, j= .'1"

0) k frequency spacing between channel k and channel 0, 0) k = --1)_k.

4k: phase offset between channel k and channel 0, uniformly

distributed between (0, 2r).

¶k: time delay between channel k and channel 0, 0<¶k<T.

0
Data signal in channel 0 : bo(t) = 2 boj PTO - iT) (1-1)

i=--Lo

0
Data signal in channel k: bk(t) = • bkelfik(t-k) PT(t- (IT+ 'k)) (1-2)

l=--L

Lo, L positive integers.

PA(O={ O,otherwis

The received signal at the input of the FP filter of channel 0 is:

r(t) = rPf b o(t)+ rPf bFf bk(t)

k=-MI2
kaoo

P : received optical power.
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The t •tput of the FP filter is:
00

ro(t) = f h(t - X)r(X)da,
-00

= P f J~ h- X)b o(),)dX± + ýh f h(t- X)bk(X)dX
-mk-- M2 -

Co

= -T b o,o f h(t- k)P T(X.)dr
-1 OD

+ r-f Z bo., i h(t- W)P X(- IT)A
i=-Lo --00

-2l 00

+JP E' { IE bk,, f h(t- X)ejOLk(k-k)PT(?.-(lT+ tk))dX
k=-MI2 _=L

ki'O

+bk,-1 f h(t - )L)eWk(;-k)PT(X - (-T+ tk))d%
-00O

00

+bk,o f h(t- -X)e'kO -'k)PT(%- Tk)dX } (1-3)

h(t) is the equivalent lowpass impulse response of the FP filter of channel 0.
Since the detection interval is =<t<, we only need to evaluate
S(t)= ro (t), O<t<T and write S(t) as:

S~t M S, RtM + Szs Mt + SAc C(t) o < t < T

SB (t) Desired signal in channel 0, the 1st term (i=0) of (1-3)

Sm (t) Inter-symbol interference, the 2nd term (i -1) of (1-3)

SAcAt): Adjacent channel interference, the 3rd term (1) of (1-3)
k

All evaluated in 0 < t < T
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II. CALCULATE S, (O andj .-S1

In this section we are to calculate the easy part of S(t) --- SB (t) and S,,, (t).

A. FP filter:

The lowpass equivalent transfer function of FP filter is

I-p I-A-p i-p 1-A-p
H27 27f .. 27if i-p

I-pe-J flM I 1-p cos(i)+jp sm(7g)

p power reflectivity.
A : power absorption loss ( 0 for ideal filter).
FSR free spectral range.

Since f<< m (for operating frequency range), we can approximate
H(f) as (assume A=0):

i-p 1 -p 1
H (f) - . 2wf . p l j "

(1p)+jp•g I+J.I2)Fp +2

FSR0-o)FS

where c = FSR(1-p)
P

for FP filter, we also have

RSR 7_ý-
B - , B: full width at half maximum bandwidth (FWHW)

of half power bandwidth.

Using inverse Fourier transform, we find

{ce-t, I >0
h(t) = { o, otherwise
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B. Calculate S. (t

SB (t) =/bo, o f h (t -X) PTQ,)dA

t
=P fb o,o fh(t - X)cA

0

t

= 1 Thbo,o f ce-c(tI-) AX
0

FP Ibo,o ce-ct Jeck A
0

FP ~fbo,o(- e~') 0< t <T (1

(a) For Bit "1"I SBJ(t) = FP(-e 0< t <T
(b) For Bit "0"l SBO0t) = 0 0 < t <T

C Calculate Srv (

S'S' ()-='F b0,1 fh(t- %) PT (X-iT) A

-1 (!+1)T

-1 (i+1)T

= p1 b0,, f ce-41-10

= p e~ -c11 bo,, (eQ!+I)c~T - e'cT) A~ 0< t <T (2-2)
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HII. CALCULATE S1cl/t

In this section we are to find SAC! with the procedure:

A. When I1•-2
B. When 1 =-I
C. When/I=O
D. Summnary for SA C, (t)

A. When l•ý--2

Integrate the first term of bk (t) in (1 -3), we have

VIT I bkj, f h(t -AX) eI~k(l-k) PT(X - (lT+ Tk))dA.
Ic=-M12 l=-L __c

k~o

FPFw1:bkjl J h(t - X) ei(k('-?k)dA.
k I CT'k

= T 1:1 bjkj J Ce-~-L eI'Ok(-%k)d%
k I lT+ ,Tk

-2 1 lIT+'Tk

= FP - -ke <Ctjk'e (cWc k)(T+k) (e (C+j(O k)T - 1

k I TT

= FP I I bkjl e -<tj( k~ 'e (c+jW k)lT+Ck) (e (c+iCDOkT -1 ~< 31

k I 1

F- 2 2: -k, e "k)e(jk(TT)- e (c+fti k)lT) O<t<T (3-la)
k I 1~j~~
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B.when I= -1

B-1=-1, O<t<T

Integrate the second term of bk (M)in (1 -3):

Fp1 bk,-l f h(t - X) eiwlk(GIk)PT(X - (-T+ Tk))d
k=-M/2 --Q

k~o

FP1 kb-l J h(t- X) ei~k(I-k)dA

kblk.-l J Ce jctikTk) e(c+iwOk)Vxd

=T 7, bk e -c e O (e (C~jM t -e (c+icok)(-T+?k)) Ott 32
k +jk "<k 32

Fp T ±k (eJ~k(t-Tk) - e-'c~-kl) e-(ij(k)T)Ot<k (2a

k 1+j '

FP I k- f hQt - X) eOk(A'-k)PTQX - (-T+ Tk))d

= F Fwbk.i IJ h(t - X) ei(Ok('--k)dk
k _TT

L bk,- e~ t  kC( )? c Tk<t<T (3-3)
=p e~tk) (I- e (c+iw)OT) rk< t <T (3-3a)
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~LI = 0, O"-4<trk

Sbko f hQt- X~jk(k PAX -k TO 0 0 <t< tk (3-4)
k -0

integrate the third term of bk, (t) in (1-3):

-00

T T, bk~o f h(t - X)eJOl0k(-Tk) PAX TC

k

= 1P Y, (efOk(t - ) e-c(:---k)) tk< T(X
k c

DefITe: 1bQ,,) e = -vrk (e)U(+Jkt) tŽ0, tIk~tkt2

0 elc

Is th uni ste function.5

rp k. WW40-e IC-40, rk t< T(38a



then n (111,t 2 p 0, oherwse

is a unit pulse between t, and t2 .

hence for O<t<T SAaj(t) can be written as:

M/2 -2
SAC (a M n i(O, T)bk~l Cc' e7Jt 'k-k e (JkTk)eJJkT-1)(3-1)

ki-M12 1--L jC

(3-6)

+ ~ M/2 O kb, -1 e t e-!k'Ck+;ye(C~(kX-T+'k)) (3)

+ P n1/T Crk,)bk,... e ITA (e ( 1~(O - e~J)) (3-2)
k=-MI2

[FP IrTYble - ee(~w))(3-3)
(3-5)k
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IV. WORST-CASE ANAL YSIS

A. Worst-case for S(t).
B. Worst-case for 4f Tro I S(t) I' dt - output of integrator.

C Special worst-case analysis.
D. Special worst-case at the output of the integrator.

A. Worst-case for S(t)

A-I Worst-case, ISI : bi = b., Leoo

From (2-2), we have
-I

S•h(t) = %I b- e"(ecT- 1) r eicT

-.ib-e-`t(ecT_ 1) :z (e-cT)h h
'=1'

-.ffbbe-,(ecT- 1) -cTI eerC<

= -b-e-(ecT -1) L
ecT-l

= J"b-ea 0 < t < T (4-1)
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& ~Worst-case ACI: b,.,,= bt-= bko= b, L=oo

S;C1(t = fpb {ýu(O 7)~- (e (c~jwk)T -)[ (e (c~jtiw)T)I]
lc-M/2 l+J

+ ri-b 1: 10O, TO)j (eJ(Ok(t-'k) - e -'I-k) e-C+jwA-)T )}
k I+j 1

+4Tb 1 i(',, )½ (e -'(I-k) e- e"--k) e40jfJt)T)

+ IC(Tk, 7)- 1 j (e(O~k(ITOk e-'(k)) }

J- b Z 7r(O, I) k et'Tk) e-<+j(JOk)T
k

+I bl 7Ei(O,'k 1k> (ewOk(t- k) - e- t-k) e~~IkT
k I+j7.

k

-P .b : ic(o, 1) (e-C(tTk) e(OijOk)T)

+r b 1 x .,7) (e!cok(t--Tk) -e~t--k) e(<Okijik)T)

-T ,xO 7ekIk O<t<T (4-2)
k
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T

B. WOrst-case fOr 4f I SQt)12 dt - Outvut _Of interrator
0

Output of photodetector 4'I S (t) 12

I SW(12 -" ISB(: + SIO+ SAC! (M 12

I SB(t)12 + IS1SI!t)I2 + ISAC, (t) 12 + 2Re(SB (t) s;SI I(t)}

+ 2Re (S; (t) SAC/t) )+ 2Re ( ls;l,(t) SACIMt (4-3)

B-1 From (2-1)

lSw (t) 12 B S(t) 2 = Pb0 ,02 (1_2e t + e-2c), O< t < T. (4-4)

J S(tId -Ph 0 [ e -ecT) + 1';-l- e -2T)] (4-5)
0

B-2 From (4-1)

I S74 t) 1 2 = Pb _2 e-1c0 O< t <T
T
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X-3 From (4-2)

M12 M1
bS~ (1)2 - PklbI2

Plb 12 1: eok-leJ"inO< <dT, (4-8)

k m ojt IA-

TT

J IS(t)l 2dt A PbI12 E 1: co ejk--m td
0k m (I+j-,,-) Q-jl-,--) 0 (4-9)

Cylb k i( - -Xs'+Ak 'em m) - (Ok • (O m

k+W) (Ok = Cm (4-10)
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B-4

2Re {SBQt) Sl'f (t)) = 2Pbo,ob-.(e-cl - e-c) 0 < t < T (411

T

J2Re {SBQ) S7c* Q)) dt = Pl~b I- -T2(4-12)
0

BA-S

2Re (S;(t) S~wc,(t)) = 2Pb o,oRe (b (1 - e e)"kfr1k)

k '~c

2Pbo oRe {b I e~klk Xeak e <Jk))0 < t < T (-3
k F~j

T___ e-k~ eikT I I-e(~-*k)T (4-14)
{ R S;(t) S~wcc(t)}dt =e ~ (b T-j'-( Ik :--CT k 1+_J j7k

B46

2Re (Siwsci*(t) S~w1 (t)} = 2Pb...Re (b{ e 'k~k e~" k(-() t

k cjk 0< t <T (4-15)

J2Re {Sw737l(t) S~wc(t)}dt = 'b-Re (b 2: e (1 e~JkT} (4-16)
0 k C
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C Special worst-case analysis

0) k= 27rkIIT, I : positive integer

bo, = b- E{o,1}

bk,, = bk~o = b E (0, e4)}
Re(b)e E{0, COS4
1bl' E (0, 1}

C- J ISB(t)I 2dt PT b20 [I1- -(1 ~e'T) +~ ~e 2cT)] (4-5)

C-2 f I Slw(t)I12 dt = PTbý 1eT)(-7

0

C-3 in (4-9)

f 46wi-o k.)f~td = {0, (O#O
0

T

C-S f2Re S~dt)S1 t =~d =T~ 1+2P-k0 eb)(C 1~(-
0 kk 2(-8

C-5 fJ2Re {S7;j(t)Swc,(t) ) }cdt = 2Phe-b}( CT)Z +( (4-19)
0k
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D. Specal worst-case at the oUtput of the integato

=C 4?JIWC(t)I 2dt
0

[ 4[all terms in section C].

= 4PT b 2~,0 [1 - 2(--)+ (l-,e2cT)
0cT 2cT

b!~ (I -e-2 cT)

+bo~o b- I- c)

ccT

k cT
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V. EXACT ANALYSIS -GENERAL CASE

Now, we are to encounter the most complicated situation, for clarity, we
first list the construction talbe, for which we are to follow

S(t)

ScA(t) S s(t) SB(t)

I I I
4 o

I I
Z't ,o zT

IS(t)12

F E D J C B A
II I I II

2Re{S7,(t)SAC,(t)} 2Re{Sq*(t)SAc,(t)} 2Re{SB(t)S,'(t)} ISAc,(t)12  ISM(t)J2 ISB(t)012

C-6 C-5 C-4 C-3. C-2... C-1

I I I I I I
2Re{Z } e{4Zo } 2Re{4Zr" } Izl2 IZ•kI2 lozl 2

C-3-3 C-3-2 C-3-1
I I II Z_1Re{ZLZ~ Izr0 I2 Iz.._, 12

We first calculate each term in Table (5-2), then integrate it. For each term
belongs to IS.4c1(t)12, we also discuss two cases: o)k = co0, and cok ,
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Since the computation is very complicated, here we just write down
the results for each term, and omit the M'termediate steps.

A. fJISBWt)I2dt =pTb2'o[1 2(1-e-)) + (I....e2cT)
0 cT 2cT (4-5)

B. From (2-2)

IS~,()I -Pe-
2ct[ 1 bo,1(e(i+1)cT-eicT)]2  0 < t < T(51

TC( -1

0 It d .T -e 2 cT)[ Z o~~+)T iT]2(5-2)

C -acat refer to (3-6)

ýZ T1 -2 c X( O '7 ) - b kCOl a e ( O+f n k)Q ,T + Tk) (e (c + tO 'k)T -1 25 3
k I (5-3

JIZT1dt=-L(1 *2cT) e-Jkwkke C(Ok)(lT+Tk)(~(ok1)1T 2 (5)

0 k I1
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C, t= min(rk,tm)

I TO* =P , ,,(Or~e2cbk-,b e-'4-WM) -Cj~~ e(c+w(k)(-T+Tk))

(e(c-iwm)t - e(cftjwm)(-T+Tm))

=74I 0 i(, Ts)bk,.... b e !(kck--WmC72[ei((Ok-om)t - e-(Oi(Om). e(CIj(k)(-T+rk)

-e 1Cj(k'e(C-j(OmX-T+Tm) +e -2cte ( +j(Ok)(-T+k)e (cft(Om )(-T-Kr) (5-5)

XJ ArI~k 12dt f IZTkI12dt:
0 o

(a) k *m, (iOk•O)m

k km (1+j!A &cj~)

I~-~ (e-<JO~jm)- - 1 e(C~~o)(-T+k)

I-½ (e-('jc~k)fz 1 e(X-(m( T -K)
I-jc

2 ( 2 '-1ekX k)e(c-i(m)(-T+T)] (5-6a)
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(b) k =M, k = CO

_PT I bk. .112  -CjOk-k(+( )-~k
CT - [CTk + O~ (ec+()k - )e~cJk(~k

1 'k- (e-(CjOk)'?k - 1 )e (C]jO) k)(-T+'k)

e -2 1) e(c+i(O k)&-T-+-T e(CijOk)(-T+?k)

PT~ eb..I 2 C~Tk\ )-2cT
kT 1+(Lk)2 [Cxk 2 e

+2Re{-I (e-(c+iwOk)T -e e(C+i(k)(-T+Tk))} (5-6b)

C- 3 terms for 141

C-3-1 g= max(rk, Tin)

lzT- P2 Z F, ir(x, 7) e-2ctbkI- b* ekkm
- k m ' ji~~iL

[e~cxJ(Ok)lk(1 - e *ti(A k)T) e (-( fOmm -)T e -c-l -)T)] (5-7)

(IZT I 2dt = f lZT l2d:
0 T

(a) k #m, Cok*(o~m

,T I E 1b (e-2crs-e-2cT) 1e-lklkc-Omwm)

k m j ~ e ~ X~

[e (c+irik)Tk(1 - e '(C'Jci k))eci)J(-eccmTI (5-8a)
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(b) k =m, (JOk =Ob

-T lk; -Z-( P e 2 (cT+Ck))[1 + 2 cT - e lejeC~kT}I (5-8b)

C-3-2

Ik P~ 1 71(trg, 7) bk~ob* e~kkmII

[eiw -,W~t- e~ctwui)t) e (C+jW k)k e -i( e OlJ) e(c fti )Em)

+e-7t C+(0O )k e(Ci(O m)'Em] (5-9)

T T

fJT IZ0I2dt-f J ZT0 l2dt:
0

(a) k m, COkk#C0)

PT-~ bk 0b 0 e "k'k~'

(b) k= m ok (Din jc-(1jc

- ~kIo PTj~ .[cmT- Ctk*+ k- e2(T)%
cT k

e~c~ok~x (e (c~j,) mT r<t lT __

I +j -mm e 51



C-3-3

2Re{IZ~1Z. 0 } = 2PRe F, LL4¶(g, T)bk,.-l bi e-(1+j%(1-..YL)

[e (c+Jco m)t e (C+jO) k)'rk (1 -e(C+fD k)T)

-e 2 cl e (c im )'m e (C+i~t)rk( e -e(C+ij~k)T)I}(-1

T T

f2eZ 1 ~ d 2Re{Z 1Z.-0 }dt. ,gT,-' for k#• m and k = m
0

4T~etl I k-b e k Smv .(I -e -CJO) k)T) e (c+iwk)OTk

(+j 11m)

-'e g- elT) e(cijo-)TnJ} (5-12)
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2R(ZTZk 2PRe{7(O 2 ~b2l

k m __- c Orbb

[e-(c~j(ot c+j(O k)(lT+'Ck) (e (c+j(O O)T _- 1)

-e-2 ct e~-om(TK) 
-Cj( 1)]Trk (e (5-13) A

J2Re Z~Zkdt T) 2R{Zokjdt for k~m and k--m
0 0

4T~e bklb(e(c~iok)T - 1)e(ctj(okXIT+Tk)

_________mt'f (1.-"w e (-j)m X-T+m)]}(-
+j 2c-m2
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C-5

-2 
72Re{ZTZý =2PRe{~ 1: 7 ,r(rTo m k,~ (e(c+JcIOk)T -J)e(C+JC)k)(IT+?Ek)

k m I l.j)Ii

M e 2 ctjo)Tm])%J (5-15)

j2Re{4TZr7dt= f 2Re{4Z 7T

-2{~ e XktkO'm

2g~e(E I E ,(e (c~jwOT - )e (C~iwkXlT+'k)

[b 24~ (e-2"~m - e-2T)(1 - e-cjO)~~-O-T

bkjb.,(0 2O~ 2c ~ c -j )- T

-2 (ci eecw)J}(5-16)
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C-6

2Re{4kZO ' The product is only survived when Tm < t < T k

[bk,....1 b- 1 e -iC-xGk)le(c-ir m-)Tm(1 - e-(c-JO)T))

-bk,-1 b*,.- 1 e-2`e(Cj k)&T(- (J)m~u 1-ecr~mT

-bk,-1 b., 0 e-w-ck)te(c-j~mm

-bk,-I b* e-<iw)te(c'4kX-T+9k)

+bk,-.Ib b, 0 e~ce(0410 kX-rT~k)e(C-JO m)%n] }

(5-17)
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j2Re{(ZOkZC }dt= f 2Re{IZO~k4}dt

LT Re I JeX6k~k-'Wmxm)

[~ - (e-c-[ k', - e-(CijQk)'Ek)(I -e (-o-) ecjo.,E

2 1 b -2(e2 . - e 2 C~k)(1 - e -c io)m)T)e (C+iG~kXT+?k) e(cij~o)'r

bk.-1 bam.(ei(c+Jom) k -'m)kW ()cokXT+

- elb* -(C?+Jk)C~kX-+keCJ~)m

0j 0

=~~~~+ 2Pb ,M NW0 ,(QlCT-ec)J(e~-ec)d

0-L 0

P1 -T

cTb o,o(l - eT) I b0,, (eQ'+frT - eiCT) (5-19)
i=-jO
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E. 2Re{fS;(t) SAcit)}

-2-21ke ) COk)T+k
= 2PRe{I2~2 it(O, )(ec-"- eC)bo,ob ,,L"(e'i(~Tl 1)e~cJ~)l~k

ki I cj~

+F, ,(0, Tk)boobk,-I Jkk [ejok, e-(cij~k)t - (e~' - e-2 ct )e (C+J0k)(-T+Tk)]

k ~~

k

+1: 7[(Tk)bo,obkO e£lwklk[eJo:kt e-(c j(2k)t - (e~' - e-cte }(k~k (5-20)
k Ij

f 2Re{SQ() SACJQt)}dt
0

-23LD q~ bo~obj(]Je"T)2 e-Jk*k (e(C'j(Ok)T - 1) e (c+ft(kXIT+Tk)

cýTr 1 Y'T 2 / j~
k I

-J bokokI!~ [el1 -,v (I-e cl~dk~k (I-el'k)2 e (i~jWk)T4'tk)I
k '~ _j;

+~bo,obk,...- j- [ 2 )(-e<t0)~~~c~fk
k

k __ c

2e-k2-Te2%te2T(~WkT
-( 2 )e~ik'k}(-1
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F. 2 Re {Sl~,(t) SAcJ(t)}

-2P [ 1: bo(eiIT - eicT)]

Re{l 2: T i(O, T)bk,, e-2 ct ~ke~ci) -k 1)e (C+i(k)(IT+¶k)

k 1=L +j

+ 740'r, T) bk,- eJ-klk (e -c1(1 - e -clikTe (C+PC~)(Tk)k
kW

+l: 7r('T,) bk~o e-O~ (e -(C-jC0 - e 2cte(c+ftOk)Ck)}
k I (5-22)

J 2Re {s;*[(t) SACI(t) ) dt
0

cT b0, (e(IlC e eT)Re{X ( 1l: )(e(CtOk)T - )e(C+ij(Ok)lTeC~k
i- LO k 1 2(1+j-"c)

+Zbk.- e * Ok-eý--k "k (e -elk)

k 'J*r

+ 1: bk, (e-k -e e~k e-2T)(1 - e-(C~jw)OT)
k 2(1+jwc-)

+ Z bký- [yk1 [e--Ck -e-( e kr kke*-jw)OT) - L-~- eC~ke 2 cT)]

k I1+ 7 k A 2_

(5-23)
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VI. EXA CTANAL YSIS - SPECIAL CASE

Now, we put two constraints into all terms of exact analysis to form a
special case

I. Ok = d I7 : positive integer.

2. tk = T for all adjacent channel k.

For the purpose of normalization for future use, we set aL = T, ork ==C aT

so that OCk~k = 04kT = -- aT= 27•6k

Still, we follow Table 5-2.

T
A. J Is8()I 2dt PTh, 0[1 2(1-&-T + _-e (6-1)= ~ ~ C 2 • ](6

0

T -1

B. f I sz(t)12dt I( - e 2cT) b bo.,(e(i+l) rcT -ecT) 12

o 2--Lo (6-2)

C. Special case for ACI

c-I
T

JZ T=bk.:. (ecr- 1) elTTcTei2ndaI2

0 k I=-L cT

=CTPT (2cT e2(a-I)cT)(ecT-1)2 IZ b&.ji T
2  (6-3)

2k 1 cT+j2nk
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C-2

0 0

(a) k• M,O)k # (0.

=(CT) 2PT F, bk- b*.,-

k . (cT+j2W~F(cT-j279MfI)

j2xd(k-m)

+ cT+j2irmI

cT-j2wncI

(b)'k M, O)k = m

- (cT)2 PT , b. 1 2 (e 2 (a-l)-T-~e-T)

k (cl)T2+(2WF)2 [a + 2cT

+2Re{ cT+j'2ni
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C7-31 3 terms for I Z71'

C-3- ~ Z1 CI, 2dt f J ZT, I2dt
0T

(a) k~m,0ok~om

= lcT PT(1 - e cT) 2 (1 -e 2 (oL-)cT): 1 - b kjlbrn-
2 k m (cT+j2xI)(cTj12micm (6-5a)

(b) k=m,wOk = Om

k (Cl) 2+(22k1) 2 (65b

C-3-2 TZ'I~t TJZT I dtf IZT I 2dt
0

(a) k #M, O)k•C Om

-(C7)
2 PT2 Yj1 kb.

k m (cT+j2xkl)(cT-j2xcnz)

[j27d(k-m)

+ cT+j27cmI

+ cT-j2irkI

]c (6-6a)
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(b) k =m,0(k =0m

-(cT)
2PT~ I: bk.oI12  [I X -e2(-x+)T

k (C7) 2+(2inkhl 2cT

+2Re {el-')c T+j2xJda1}] (6-6b)
cT+j2nirk

C-3-3

T T
J2Re IT I'PT Y{'IZlcZ,o )}dtJf2Re {,-ZjiZo }dt:

(a) k #m.,0k#cO~m

-2(cT)
2PTRe I, b,,b*,0 (1I-e-T)

k m (cT+J*2tck)(CT-j279MI)

( 1 4Q1-)cT423dhc) + 1 (-Icý & a
IIcT+j2icml + 2cT ~ (-a

(b) k= M, Ok = Om

=2(CT) 2PTRe 11 bk-1b~0 (1-ec T)

k (cl) 2+(2irkl)2

cT+j2ndl 2cT (6-7b)
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C-4

J2Re { 44' }dt=2Re I 44TT I}dt
0 0

(a) k #m, O~k: Om

= 2(cT 2PT~e2 bjkjb". (e('+l)cT-eicT)

k m I (cT+J'2xdc)(cT-J2irmI)

cT+j27iml + 2cT I}(6-8a)

(b) k-rnm, (0 k-=Wm

2 2(CT) 2 P e -2 bk1bZ 1 eQl~cTe

k I c)+(i)

cT+122k1 + 2cT (6-8b)

C-5

J2Re I 7TZg }dt fJ2Re { 74T 7r}dt

2 2c)PTRe fr eQ,1EcI ekT I
k m 1 (cT+j'2xk)(cT-j279mi) 2cT

+ cT+j'2=m1 2cT I 69

C-6

fJ2Re f4ZgT r dt= f2Re {4ZTO Z dt=O0 (6-10)
0
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D.f M2el SB(t) Sl~s,() I}dt
0

- PT boo -1) .(, ilcT i
cT (1-ecT 1 bo,, -e+~Tec) (6-11)

E. f 2Re I S;(t) SACI(t) I}dt
0

kP~e II 2(cT+j2idcI)

kI

k 2(cT+j2xk)

kcT+j2xkI L 127k1 cT-j'2nff 2cTI}

(6-12)

F. f 2Re { ;sj(t) SACI(t) I dt
0

=2PT [ ,(~~lc - eicT)]
i=-LO

Re fZ I bk, (I-e-2CT) (e("+I)cT-eacT) ekcT

k I 2(cT+j2ickt

+z~~ 2k-c eJU--T eQIcT-e<+~T
k cT+jf2n [CT-j27tkJ c

k 2(cT+j2ickl)

+,bkOCT (e--cT-e-cTAj~i) (e-T-e(a-2 )cT) (-3
k cT+j2wnd cT-j2xdd 2cT }(613
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APPENDIX B

Programs



% exact analysis with optimal threshold signal out of the integrator, the signal X contains desired
signal and ACI & ISI and postdetect noise ,The formula for the BER is:

I I p(b)
2 M(L+1)+Lo 2Mpattern

where p(b) -L ( 1 m

2x T -X...2.. M21- n --M2

2: T

[+ f. f Q(-fO(*... f*MP2 4f'W2-MI2m) . .dM d¶-Mr2... d¶M
MO MO

M is the number of adjacent channels. Here we assume all channels have the same phase 4) and

time delay T i.e, 4k -- , Tk = T hence for our model the power of(1/27r) and (F/T) are fixed
to 1, therefore we only have two integrals and two arguments.

M=4; k=-[-M/2:-l 1:M/2];
m=k;

% produce the controlied matrix b to control 64 different bit patterns
ml=[ zeros(1,32) ones(l,32) ];
m2-=[ zeros(l,16) ones(l, 16) zeros(l, 16) ones(l,16)];
m3=[];

for i-1:4
m3=[m3 [zeros(l,8) ones(l,8)]];

end
m4=-[];

for i--1:8
m4=[m4 [zeros(1,4) ones(1,4)]];

end
m5=O;
for i=1:16

m5=[m5 [zeros(1,2) ones(1,2)]];
end

m6=[];
for i=1:32

m6=[m6 zeros(l,l) ones(l,1)];
end
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b--[m 1,ni2;n3,m4;m5;m6]';

% signal to noise ratio range in dB
RPTN -DB=[10:0.S:25]; %RPTN-dB
ppp=10. AO.1I *RPTN_-DB);
lenl1=length(ppp);

% solaiph function is provided by Professor Randy L. Borchardt

n--10;
j[bpx,wfx]=gtule(n); %bpx--bpy ,wfx"wfy

% single channel
BEROfrO.5*erfc(ppp/gAO.5);

pp=[]; thzesh=[]; %/thresh is not normalized threshold

for CT=[5 10 15 20] % cT is Fabry-Perot filter parameter
if CT=-5

qqq=[2:12 17 20];
elseif CT=10

qqq=[3:12 17 20];
elseif CT=-- 5S

qqq.-[4:12 17 20],
elseif CT-20

qqq=[5: 12 17 20];
end

pe'=O; threshlfl;

for F~qciq
BER0O; thresh2=O;

for RPTN=ppp
ap=linspace(0, 182,1 1); % appradcmated thresholds
x3=0; % firs few loops to find out the threshold which make the

% BER ininimun don't care about the scale
for i--1:64 x3--3+...

solaph('xoO',0,2*pi,2,bpx,wfic,0, 1,2,bpx~wfcap,b,CT,i,LkrmRPTN)+...
solalph(ým 11',0,2*pi,2,bpx~wfxc,, 1 ,2,bpx~wfcap,b,CT,ýnikmRPTN);

end
[vaI,ind]-min(x3);
lef--ap(ind)- 16.6;
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if lef<O , lef=-O; end % to aviod the threshold go beyond the negative side

ap~linspace(lef,ap(ind)+ 16.6,1 1),
% two more time to find alpha

x3-0;

for i=1:64 x3--x3+...
solalph('xxOO',O,2 *pi,2,bpx,w&x,O, I ,2,bpx~wfxcap,b,CT,i,I,k~mRPTN)+...
solalph('xxl 1',O,2*pi,2,bpx~wfxO,O 1 ,2,bpx~wfx~ap~b,CT,i,I,k,mRPTN),

end

[val,ind]=min(x3);
lef--ap(ind)-3. 1,

if lef<O ,lef=O; end

ap=linspace(lef,ap,(ind)+3. 1,11);
% three more time to find alpha

x3=0;

for i--1:64
x3-x3+...

solalph('xxOO',O,2*pi,2,bpx,wx,O, 1 ,2,bpx,wfic,ap,b,CT,i,ILk,m,RPTN)+..
solalph('xxlI 1 ',O,2*pi,2,bpx~wfxcO, I ,2,bpx~wfcap,b,CT,i,I,k~mR-PTN);

end

[val,ind]=nuin(x3);
lef--ap(ind)-O. 57;

if lefzO ,lef=O; end

ap=4inspac~e(1efap~ind)+O. 57,8)-,
% four more time to find alpha

x3=0;

for i=1:64
,c3-x3+...
solalph(xxOO,O,2*pi,2,bpx,wflc,O,1I,2,bpx,wfic,ap,b,CT,i,ILk,mRPTN)+...
solaph('xxl I 1',O,2*pi,2,bpx~wfxcO, .1',2,bpx~wfxcap,b,CT,i,I~k~mRPTN);

end

[val,ind]=min(x3);
ap~apind);
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% after find optimal alpha use double integration

for i= 1: 64
qq3=qq3+( dbgquadm('xxOO',O,2*pi,2,bpx~wfxO, 1,2,..

bpx,wfx,ap,b,CT,i,I,k.mRPTNq)+...
dbgquadm('xx I11',O,2*pi,2,bpx~wf.O, 1,2,...

bpx,wfx,ap,b,CT,i,I,k,m,RPTN) )/(256*pi);
end

BER-[BER qq3], thresh2=[thresh2 ap];

if qq3<IOA(-I5) %/for save time only interesting in I1OA(-15)
Hiifind(ppp=--RPTN);

BER(ii+1:lenl)=5* IOA(-I 1 6)*ones( l,Iength(ii+ 1:lenl))
thresh2(ii+1 :lenI )=(ap+2)*ones(lI,length(ii+I :len I))
break

end
end

pe=[peýBER]; threshi jthreshl;thresh2];
end

pp=[pp;pe]; thrcsh--threslitbrcshl];
end

time2-toc;
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% worse case form appendix setting optimal threshold equal (x0+x 1)12
M=4;
]=linspace(0,6, 10]); % set I value in linspceinteger to find minimum I
RPTN_-DBO-:0.2:20; % x-axis dB range
RPTN=10.A(0. I*RPTNDB); % change to ratio
% single channel
BERO=0.5*erfc(RPTN/8AO. 5);
%find optimal alpha
pp=u1;

for CT=[5 10 15 20]
x3=0;
for k-1 :0.5*M

x3-x3+2./(1+(2*pi*k*I/CT).A2);
end

x0{1 -exp(-2*CT))/(2*CT)+x3 *( 1+2*( 1-exp(-CT))/CT);
xl =1I 2*(I -cxp(-CT))fCT+(l-exp(-2*CT))/(2*CT);
[vaI,ind]=min(abs(xO-x 1));
I=ceil(I(ind));
I=(I(ind)); % our minimum I value

% set different I and to find the BER
ss=1+I :1+ 10;
BER=[];

for I=ss
x3=0;

for kI-:0.5*M
x3-x3+2/(1 +(2*pi*k*IICT)A2);

end
xO{1 -exp(-2*CT))/(2*CT)+x3 *(l+2*(1..xp(..CT))/CT);
xl =1 -2*( I -ep(-CT))/CT+(1-exp(-2*CT))/(2*CT);
BER=[BERO0.5*erfc( IPJfli*(x1.x0)I8A0 5)]

end
pp=[ppýBER];

end

semilogy(RPTNDBBERO.'-',RPTN-DB,pp(:,:))

axis([lO 19 iON-IS5) 1])
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